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3 — Contributions

e co-localization?

Image co-localization (a.k.a. unsupervised object discovery) is a
fundamental computer vision problem, which simultaneously localizes

objects of the same category across a set of distinct images.
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v" We propose a simple yet effective method, i.e., Deep Descriptor

Transforming, for image co-localization. DDT does not require image
labels, negative images or redundant object proposals.

v" To our knowledge, this is the first work to demonstrate the possibility
of convolutional activations/descriptors in pre-trained models being
able to act as a detector for the common object, which also reveals
another probability of deep pre-trained network reusing.

v DDT has a good generalization ability for unseen categories and
robustness for dealing with noisy data.

v" For the co-localization performance, DDT consistently outperforms
state-of-the-arts of image co-localization methods by a large margin
and also weakly supervised object localization methods.

2 — The proposed method: DDT
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Deep Descriptor Transforming

DDT results

Four benchmark co-localization datasets:

Col-localization results:

Table 1: Comparisons of CorLLoc on Object Discovery.

Object Discovery, PASCALVOC 07, PASCALVOC |2, ImageNet-Subset
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on Object Discovery.

Methods Airplane Car Horse Mean . . . SRR .
[oulin et al_3010] 3503 59 5482 5135 Table 5: Comparisons of on image sets disjoint with ImageNet.
[Joulin er al., 2012] 57.32 64.04 52.69 58.02 Methods Chipmunk | Rhino | Stoat | Racoon | Rake | Wheelchair || Mean
[Rubinstein et al., 2013] 74.39 87.64 63.44 75.16 [Cho et al., 2015] 26.6 81.8 | 44.2 | 30.1 8.3 35.3 37.7
[Tang et al., 2014] 71.95 93.26 64.52 76.58 SCDA 32.3 71.6 | 529 | 340 | 7.6 28.3 37.8
SCDA 87.80 86.52 75.37 83.20 [Li et al., 2016] 44.9 81.8 | 67.3 | 41.8 | 14.5 39.3 48.3
[Cho et al., 2015] 82.93 9438 | 75.27 84.19 Our DDT 70.3 93.2 | 80.8 | 71.8 | 30.3 68.2 69.1
Our DDT 91.46 95.51 77.42 88.13
Table 2: Comparisons of the CorLLoc metric with state-of-the-art co-localization methods on VOC 2007.
Methods aero | bike | bird | boat | bottle | bus | car | cat | chair | cow | table | dog | horse | mbike | person | plant | sheep | sofa | train | tv Mean
[Joulin et al., 2014] || 32.8 | 17.3 |1 209 | 182 | 4.5 269 | 3271410 5.8 |29.1]| 345 | 31.6 | 26.1 40.4 17.9 11.8 | 25.0 | 27.5]| 35.6 | 12.1 24.6
SCDA 54412721434 | 13.5 2.8 3031445 (48.0| 6.2 | 320 ]| 16.3 |49.8 | 51.5 49.7 7.7 6.1 22.1 | 226 | 464 | 6.1 29.5
[Cho et al., 2015] 50.3 142.8 | 30.0 | 18.5 4.0 62.3 1645 | 42.5 86 [49.0 122 [{44.0 | 64.1 57.2 15.3 9.4 309 | 340 ]| 61.6 | 31.5 36.6
[Li et al., 2016] 73.1 | 45.0 | 43.4 | 27.7 6.8 5331583 (450 6.2 480 | 143 | 473 | 694 66.8 24.3 12.8 | 51.5 | 255 | 65.2 | 16.8 40.0
Our DDT 6731633613227 85 648|570 /(805 94 |149.0| 225 |172.6 | 73.8 | 69.0 7.2 15.0 | 353 | 54.7 | 75.0 | 294 46.9
Table 3: Comparisons of the CorLoc metric with state-of-the-art co-localization methods on VOC 2012.
Methods aero | bike | bird | boat | bottle | bus | car | cat | chair | cow | table | dog | horse | mbike | person | plant | sheep | sofa | train tv Mean
SCDA 60.8 | 41.7 | 38.6 | 21.8 7.4 67.6 | 388|574 | 160 [ 34.0| 239 | 53.8 | 47.3 54.8 7.9 9.9 253 | 23.2 ] 50.2 | 10.1 34.5
[Cho et al.,2015] || 57.0 | 41.2 | 36.0 | 26.9 5.0 81.1 | 54.6 | 509 | 182 | 54.0 | 31.2 | 449 | 61.8 48.0 13.0 11.7 | 514 | 453 | 64.6 | 39.2 41.8
[Li et al., 2016] 65.7 | 57.8 | 479 | 28.9 6.0 749 | 484 | 484 | 146 | 544 | 239 | 50.2 | 69.9 68.4 24.0 142 | 52.7 1309 | 724 | 21.6 43.8
Our DDT 76.7 | 67.1 | 57.9 | 30.5 | 13.0 | 81.9 | 483 | 75. 7| 184 | 48.8 | 27.5 | 71.8 | 66.8 73.7 6.1 18.5 | 38.0 | 54.7 | 78.6 | 34.6 49.4
Detecting noisy images:
Airplane Car Horse
of ’ | 1. ROC curves of our DDT
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5 — Further study

-- Part based co-localization

6 — Conclusions

v DDT revealed another reusability of deep pre-trained networks.
v It offered further understanding and insights about CNNs.
v Our proposed DDT method is both efficient and effective.
v" The generalization ability and robustness of DDT ensure its
effectiveness and powerful reusability in real-world applications.




